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Detailed Explanations

1. (d)
The maximum and minimum values of the envelope of an AM modulated signal can be given as,
Eax = A1 +1)
Em\'n Ac(1 -1

Given that, A, = 10Vandpu=04
So, Eox = 10(1+0.4)V=14V
wn = 10(1-04)V=6V
2. (b)

By writing the given AM signal in standard form, we get,

s(f) = 12[1+%m(t)}cos(2nfct)v

The modulation index of the AM signal can be given as,

1 _ mp .
w= m(t).., = T M= peak value of m(1)
Given that, uw = 075
m
So —£ =075
’ 12
m, = 12x075=9V
3. (d)
e Hilbert transform does not alter the magnitude spectrum of a signal. It alters only the phase spectrum
of the signal.

e Asthe magnitude spectrum is same for both m(t) and M(t), the average power of both the signals is

also same.
4, (d)
The modulation index of an FM signal can be given as,
(Af)max _ Amkf .
By = = ()
The modulation index of a PM signal can be given as,
BPM = (A(I))max:Amkp (”)
From equations (i) and (ii), option (d) can be selected as the correct one.
5. (c)
Given that, IF = 450 kHz
range of f, = (550 to 1650) kHz
fio > T,
For proper reception of signals,
fo—f, = 1IF

fominy = o miny + IF =550 + 450 = 1000 kHz
flo (max) = fc(max) + IF = 1650 + 450 = 2100 kHz

So, the range of 1  is (1000 to 2100) kHz.
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(d)

The variance of a random variable “X” can be given as,
ok = EIX?-(E[X])?

For any real random variable, variance can’t be negative.
2

ie., ox 20
E[X?]-(E[X])? = O

So, E[X?] = (E[X])?

Hence, option (d) is correct.

(d)

The variance of a random variable “X” can be given as,

o% = E[X?]—(E[X])?

1
EX) = 25PN = 1(p) + () = p
1
EDX = 25 Plx) = (112(p) + (0)a) = p
So the variance, Gf( = p-(pP=p-p) =pg cp+qg=1

Hence, option (d) is correct.

(c)

From the basic properties of a PDF,

]2 ]2 Tyy (x,y)dxdy 1

y=—o x=—o

y=0 x=0
1 2 Y
kJ‘ ){?} ay - 4
y=0 0
P
S | Vi _
y=0
z{y_“]‘ .
2| 4 0
LA
5 =
k =8
(c)
3
Entropy, HX) = =Y, P(x;)log, P(x;)

1 1) 1 1) 1 1 1
= _[§|og2(§)+z|og2(z)+glogz(8J 8|ng( ﬂblts/symbol
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%Iog2 (2) +% log, (4) +§ log, (8) bits/symbol

= l+§+9 bits/symbol
2 4 8
= 1.75 bits/symbol
10.  (d)
Sampling rate, fg = 44.1kHz
Bits per sample, n =16
Number of bits for piece of music with a duration of 1 minute is,
R = nxf x (60 sec) .~ 1 minute = 60 seconds
= 16 x 44.1 x 108 x 60 bits = 42.336 x 10° bits
11.  (c)

The angle of the modulated signal s(f) can be given as,
0(f) = 2nft+4sin(3000nt) + 3cos(3000m)
The instantaneous frequency of the modulated signal can be given as,

1 det)

f = S
! 2n adt
= f, +2i[1 20007cos(3000mt) — 90007 sin(30007t) |
i
= f,+[6000cos(3000nt) - 4500sin(3000nt)] Hz
= f,+1500[4cos(3000nt) - 3sin(3000nt)] Hz
= f,+1500[5cos(3000nt + )| Hz ; Where, o = tan“[%j
f. = f,+7500c0s(3000nt + o) Hz
Maximum frequency deviation of the signal s(t) is,
(Af)po = 7500 Hz = 7.5 kHz
12. (b)
Afy Am1kf
_ = =1 H
By = o f 0 (1)
AL _Anks 20 i
B, = fm2 b (i)
From equations (i) and (ii), it is clear that,
Amzkf _ oy Am1kf
f f
f A 2 .
- = 2 =~ =1 - Giventhat, A =1VandA_=2V
ho™ 24,  2xi ms m2
So, f, = f,
13. (b)
(Afmax)FM = Amkf
K, | dm(t)
Af = 2=
( max)PM on at e
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d
d_t[m(t)]

N|SJ>

G
k(A ) kA
o = 50| 5 )=
If, (Afadem = (Af 2 )em
kA
Then, T = KA
kp
— = 4nrad/Hz
ks
14.  (b)

The average power of the random process X(f) can be given as,

3 TSX(f)df = °f4e‘2“‘o/fw

—oo —oo

U
Il

t (sec)

it —2f 1%
= @x2)fe®df W = 8[—97:' W
0

0

2

15.  (c¢)

When a stationary random process is applied to an LTI system, the output process of the system is also
stationary and the mean value of the output process is related to the mean value of the input process as,

E[Y(D] = H(0) E[X(]
HO -

Fourier transform of h(t)

Here, H(0)
H(f)

- j h(t)e 2 ait

—oo

Ho) = | hodt _ T5e‘2 u(t)alt

—oo

© 5 e
_ 5£e QZ‘C”. _ EI:_e 21:|0 =25

So, E[Y(®)] = 25E[X(1)]
- 2.5(4)=10

- Given that, E[X(1)] = 4

www.madeeasy.in

o Copyright: MADE EASY



MADE ERSYH

India's Best Institute for IES, GATE & PSUs

CT-2019 | EC . Communication Systems | 11

16.

17.

(a)
Itis given that, X and Y are statistically independent.
So, E[Z°] = E[(X+ Y)]

= E[(X2+ Y2+ 2XY]

= E[X?] + E[Y?] + 2E[X]E[Y]

By considering the PDFs of the random variables X and Y,

fi(x) fy(v)
1
2 1
4
0 2 * 0
0+2 0+4
= _=1 = =
EIX] = = EV = —
X 12 3 14 12
EX?] = (Paa=a . E[ve] = @F+2
3 3
4 16
So, E[z%] = g+ +2(0()
= @+4=g
3 3
(c)
The PSD of the output signal can be given as,
2
Syf) = Sx(f)|H()
ey o s 1 1
(8) = Rii/sC T+sARC 1T+st
Hf) = —
~ 1+ jonfr
;
IH(f) 12 = HOH () = ———5—
" ) 1+ 4n°f7?
Output noise power, P, = ISy(f)df
Ny 7 1

- 2| ——df
-2 '[1+4nf212

—oo

N, T 2nt
ant 14 4nfe®

- &[tanq(ant)J

=

4nt ~ 4mT
= _NO (n)zﬁz No
47t 4t 4RC

Where, t= RC

= &[tan‘%m) - tan‘1(—oo)]
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18.

19.

20.

21.

(c)
The mutual information between two random variables Xand Y can be expressed in the following ways:
IX:Y) = HX)=H(X 1Y)
= H(Y)-H(YIX)
= H(X) + H(Y)-H(X; Y)
= HX;Y)=HXIY)=H(YIX)
(c)

The condition required to produce uniquely decodable code words is that, no code word of a symbol can
be the prefix of the code word of another symbol.

For Coding Scheme - A:

Code word of 5,(00) is the prefix of the code word of 5,(001).

Code word of 5,(10) is the prefix of the code word of 5;(101).

For Coding Scheme - B:

Code word of 5,(11) is the prefix of the code word of S,(111).

For Coding Scheme - C:

No code word of a symbol is the prefix of the code word of another symbol.

So, only Coding Scheme - C can produce uniquely decodable code words for the given discrete source.

(b)

P(m, IrO) = Probability of finding the transmitted symbol as m, when r is received
P
P(m, |r0) = M
P(ry)
P(ry) = P(ryImy) P(my) + P(ry | m,) P(m,)

= (0.6) (0.4) +(0.4) (0.6) =0.48
Pm ) = Py |m,) P(m,)
= (0.4)(0.6)=0.24

0.24
So, P(m,|r) = =52 =0.50
(my 11o) 0.48

(c)

From the Shannon’s channel capacity theorem,

S
C = —_—
Blogg(1+ Nj

Where, C = Capacity of the channel
B = Bandwidth of the channel
S = Average signal power in the channel
N = Average noise power in the channel

N = N,B
When the channel is ideal with infinite bandwidth,

B
C lim Blo 1+i = lim log,| 1 i
S BN VACE A NyB

0

BIK
i 21 Where, K =
B'[ILMOQQ(H Bj ; ere

BIK
KI092[ lim (1+%J }
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22.

23.

C

=

For error free transmission,
R

So, R,

IN

IA

1 o
Klog, [al[)nw[1 +a) } ;

S
Klog,(e) = N—Ologge

C,;

iIog e
N, °

The average signal power S can be related to £, as,

So, R,

(c)

IN

\%

\%

S
ST. = =
b Rb
EbRb

0

log, e

y
log, e

log,2

For a baseband binary transmission,

Ay
2

R,

nfs

IN

<
<

(Channel BW)

2 (20 kHz) = 40 kHz
40 kHz

For a delta modulator based system, n= 1

So, fy < 40kHz
fs(max) = 40kHz
For proper reconstruction of the sampled message signal,
fo = 2fm(max)
2 fm(max) = fs(max) =40 kHz
fm(max) = 20 kHz
(b)
Given that, fm(max) = 20 kHz
Bits per sample, n=3
Sampling rate, fo=2 fm(max) =40 kHz
Bit rate, R, = nf =120 kbps

Minimum channel bandwidth required is,

(BW)

min -

i =60 kHz
2

B
Wh o=—
ere, K

Where, R, = bit rate
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"+ f{x) is symmetric about x = 0

- Giventhat, n=4

24. (c)
Given that,
fyx)
1/2a

—a 0 a *
Mean value, EIX(H] = X=0

2 2

, o _ a) _a
Variance, X = 1o 3
Signal power, S = o% +(X)? =3
A2
Quantization noise power,N, = %
St i A = @ = % = E
ep size, = > 16 8
2
a
50 Mo = Gaxiz
Signal to quantization noise ratio,
S & 64x12
SQNR) = —=—x =256
(SONR) = =32
In decilogs, [SQNR] = 10log,, (SQNR) = 10log,,(256) dB = 24.08 dB
25. (b)

Number of voice signals, N = 4
Maximum frequency of each signal, £ ..+ = 4 kHz
Bits per sample, n=2=8
Sampling rate of each voice signal, f, = 21 ., = 8 kHz
Sampling rate of the multiplexed signal, fs(overa”) = Nf, =32 kHz

Overall transmission rate, R, = nfs(overall) = 256 kbps
Theoretical minimum channel bandwidth required is,

Ry

BW),., = ?=128 kHz
26. (b)
To eliminate slope-overload distortion,
A
= 5 dx(t)
Ts dt max
ax(1) _ (1901 10 5 V/sec
at | max 1-(1.5)| 05
T = 110 sec
S fs

- Given that, f, = 10 kHz
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dx(t)
> T.
5 S T
A > (107%(20)V
A, = 2mV
27. (c)

Filter matched
t
to s(f) N

s(t) ———

For a matched filter,
Peak value of the output signal = Energy of the input signal

Energy of the signal s(t), £, = [ |s(t)’at

—oo

§Z‘V; O<t<?2
s(1) 2

0 : otherwise

2 2 2
3 9
So, E, (—t] ot == (ot

oY ofs
NN 98 gy
HEH

Hence, the peak value of y(f) =6 V.

28. (b)
@(t)
2mVe .
doin =22 mV

—I .

0 Py @ ()
a2,

BER = Q|,[—™
2N, ]
. NO
Given that, > = 2x10°® W/Hz

Ny, = 4x 108 W/Hz
From the constellation diagram,

d. = 2J2mV

min

%
So, BER - Q[J%]:Q[\hoo]:om)
2x4x10
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29.

30.

(d)
The condition for an error correcting code which can detect upto e bit errors and simultaneously correct
upto e, bit errors (e = e,) is,
Aun 2 (e +€,+1)
For the given question, e, =4 and e, = 3.

So, dun =2 (4+3+1)
dmin 28
(b)

If the received code vector is rand the parity-check matrix is H, then the syndrome vector can be can be
given as,

s =rHT
(1 0 0]
010
0 0 1
= [001110] 110 =[100]
0 1 1
|11 0 1]

Note : In the problems related to linear block codes, use Ex-OR operation, whenever there is an addition
operation of bits.
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